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NOTICES AND DISCLAIMERS

Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service activation. Performance varies depending on
system configuration.

No product or component can be absolutely secure.

Tests document performance of components on a particular test, in specific systems. Differences in hardware, software, or configuration will affect actual performance. For more
complete information about performance and benchmark results, visit http://www.intel.com/benchmarks .

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark,
are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should
consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with
other products. For more complete information visit http://www.intel.com/benchmarks .

Intel® Advanced Vector Extensions (Intel® AVX) provides higher throughput to certain processor operations. Due to varying processor power characteristics, utilizing AVX
instructions may cause a) some parts to operate at less than the rated frequency and b) some parts with Intel® Turbo Boost Technology 2.0 to not achieve any or maximum turbo
frequencies. Performance varies depending on hardware, software, and system configuration and you can learn more at http://www.intel.com/go/turbo.

Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations
include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on
microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not
specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the
specific instruction sets covered by this notice.

Cost reduction scenarios described are intended as examples of how a given Intel-based product, in the specified circumstances and configurations, may affect future costs and
provide cost savings. Circumstances will vary. Intel does not guarantee any costs or cost reduction.

Intel does not control or audit third-party benchmark data or the web sites referenced in this document. You should visit the referenced web site and confirm whether referenced
data are accurate.

© Intel Corporation. Intel, the Intel logo, and other Intel marks are trademarks of Intel Corporation or its subsidiaries. Other names and brands may be claimed as the property of
others.
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INTRODUCTION TO Al



WHAT IS AI?
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HISTORY AND REASONS FOR CURRENT MOMENTUM



HISTORY OF Al

Al has experienced several hype cycles, where it has oscillated
between periods of excitement and disappointment.
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AI TRANSFORMATION ACROSS INDUSTRIES
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G

Small scale data centers, small Large scale data centers such as
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INTEL AI PORTFOLIO



ONE INTEL ANALYTICS & Al PRODUCTS
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INTEL Al SOFTWARE
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Al JOURNEY
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MACHINE LEARNING



MACHINES LEARN IN TWQ WAYS

Supervised Learning &
Unsupervised Learning




SUPERVISED LEARNING

We train the model. We feed the model with correct answers.
Model Learns and finally predicts.

We feed the model with “ground truth”.




EXAMPLES OF SUPERVISED LEARNING - CLASSIFICATION

Predict a label for an entity with a given set of features.

PREDICTION SENTIMENT ANALYSIS




EVALUATION METRIC

There are many metrics available* to measure performance,
such as:

* Accuracy: how well predictions match true values. Accuracy target
x108
 Mean Squared Error: average square distance . ' -
between prediction and true value. £ 20 | //
1 = (i) (i) 2 : 1.0 /
. L ' (Y
pipm D, (60 ) =)
0.0 1.0 20"

Budget
*The wrong metric can be misleading or not capture the real problem.




UNSUPERVISED LEARNING

Data is given to the model. Right answers are not provided to the
model. The model makes sense of the data given to it.

Can teach you something you were probably not aware of in the
given dataset.




EXAMPLE OF UNSUPERVISED LEARNING - CLUSTERING

Group entities with similar features
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ADDITIONAL MACHINE LEARNING EXAMPLES

Fraud Detection Recommending
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WHAT IS THE LIMITATION WITH LINEAR CLASSIFIERS?
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WE NEED LAYERS USUALLY LOTS WITH NON-LINEAR TRANSFORMATIONS

XOR = (X1 and not X2) OR (Not X1 and X2) X1 X2

y

0 0 0

Input 0 1 1
1 0 1

1 x TN 1 1 0
1<1.5 . output

Ox1 +1

Input AG/

Threshold to O or 1

(Ix1)+(0x1)<15=0

(1x1) + (0x-2) + (Ox1)=1 > 0.5 =1




DEEP LEARNING



CLASSIFICATION / DETECTION | SEMANTIC SEGMENTATION
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HOME BUYING ASSISTANT: 10 CPU NODES

2307 Faircrest Dr, San Jose, CA 95124 3 3,806 5,665 2000

$1 968,000 & acine umgla Farnily Risidence Bl Baths SgFl S 7t Lot ¥r Built SIMII-AR
T o

OFEN 8725 12.00-6 00 * Share

Contact Agent

The Allen Group

Infero Almaden

License # (1837008, 01990303
Phona [408) 209-3216

Property Details
Upcoming Open Houses

Saturday, September 23 Sunday, September 24
12:00 - 6:00 12:00 - 6:00

LY

). Dai, Y. Yuhao and J. Wang, 'Usmg BigD 'to build image s:mllarlty based house recommendations.” Nov. 2017.
- igdl-to-build-image-similarity-based- house-recommendations

* Other names and brands may be claimed as the Property of others.




HOW DO DEEP LEARNING NETWORKS LEARN? EACH LAYER LEARNS
SOMETHING
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HOW CAN 1 BUILD A NEURAL NETWORK?



MOTIVATION FOR NEURAL NETS

Use biology as inspiration for
mathematical model

Get signals from previous neurons

Generate signals (or not) according
to inputs

A neuron fires when it's output >
threshold

Pass signals on to next neurons

By layering many neurons, can
create complex model
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FULLY CONNECTED NEURAL NETWORK

= Multiple layers of stacked neurons
forming a network (topology)

= Each neuron is connected to every
neuron in subsequent layers
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= Network topologies are constantly (Feature Vector)

evolving based on complexity of
problems being solved by Al

Output
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WHAT IS AN ACTIVATION FUNCTION?

* The output of a neuron could range from —infinity to + infinity
 How does it know when to fire?
* An activation function establishes a boundary for the output

* Many types of activation functions exist
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MATRIX REPRESENTATION OF COMPUTATION
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CONTINUING THE COMPUTATION

For a single training instance (data point)

Input: vector X (a row vector of length 3)

Output: vector y (arow vector of length 3)
;@ — @ a@ = 5(z®)
,(3) = @@ a® = 5(z®)

z#) = B $ = softmax(zY)




A FULLY CONNECTED NEURAL NETWORK WITH ACTIVATIONS
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y, the actual ouput may not be the expected output.
The Network needs to be trained to get better accuracy




HOW CAN | TRAIN A NEURAL NETWORK?



FORWARD PROPAGATION

» Calculate the Loss Function — compare the predictions to the ground truth
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* How far the "actual output” is from “Ground Truth” determines how much
more the network needs to learn to adjust it's output to minimize loss
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APPLY GRADIENTS TO EVERY WEIGHT IN THE NETWORK
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» Recall that: 6’(z) = o(2)(1-0(2)) (Sigmoid activation function)

= Though they appear complex, above are easy to compute!




FULLY CONNECTED NEURAL NETWORK
Vs.
CONVOLUTED NEURAL NETWORKS



FULLY CONNECTED NETWORK

More complicated problems can be solved by
connecting multiple neurons together and using

: L . K~
more complicated activation functions. %%»Q/ > output 1
* Organized into layers of neurons. %S@ ¥
i 1 7 > b3 — output n
* Each neuron is connected to every neuron in //»- "

the previous layer.

Output Layer

Hidden Layer

« Each layer transforms the output of the
previous layer and then passes it on to the next.

Input Layer

* Every connection has a separate weight




CONVOLUTIONAL NEURAL NETWORK



CONVOLUTIONAL NEURAL NETWORK (CNN)

i ]
output kernel (flipped) input

01 0) (104

Convolutional neural networks reduce the required o T

computation and are good for detecting features. -
. ganns
* Each neuron is connected to a small set of nearby e =
neurons in the previous layer
* The same set of weights are used for each neuron

* |deal for spatial feature recognition, Ex: Image
recognition

e Cheaper on resources due to fewer connections




CNN FOR RECOGNIZING DIGITS



CNN FOR DIGIT RECOGNITION

PROC. OF THE IEEE, NOVEMBER 1998 7

C3: f. maps 16@10x10
INPUT C1: feature maps S4: f. maps 16@5x5
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Fig. 2. Architecture of LeNet-5, a Convolutional Neural Network, here for digits recognition. Each plane is a feature map, i.e. a set of units
whose weights are constrained to be identical.
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IDENTIFYING FEATURES

Convolution

T 43

* Each element in the output is the result of a dot
product between two vectors

Detected the pattern!




CHALLENGES



CHALLENGES

Availability of data
 Data Sources

« Data Shapes
 Amount of Data

« Data Preprocessing
« Labelling the data

Reducing possibilities for overfitting and under-fitting

Human error in data labelling

Human Bias




HOW CAN YOU LEARN MORE?




DATA SCIENTIST SKILL SET

MATH DOMAIN KNOWLEDGE
STATISTICS COMMUNICATION
MACHINE LEARNING ENGAGE WITH “C" LEVEL
DEEP LEARNING STORY TELLER
NEURAL NETWORKS VISUALIZATION
R, PYTHON, SCALA HACKER MINDSET

NOSQL pposigy  LOVETHEDATA




LEARN MORE AT THE INTEL” Al ACADEMY

For developers, students, instructors and startups

Get smarter using
online tutorials,
webinars, student kits
and support forums

Educate others using
available course
materials, hands-on
labs, and more

e N —

software.intel.com/ai

Get 4-weeks FREE access to
the Intel® Al DevCloud, use
your existing Intel® Xeon®
Processor-based cluster, or
use a public cloud service

Showcase your innovation
at industry & academic
events and online via the
Intel Al community forum




RESOURCES

* Intel Developer Zone

« https://software.intel.com

* Intel® Al Academy

https://software.intel.com/ai-academy

* |ntel® Al Student Kits

https://software.intel.com/ai-academy/students/kits/
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